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Human “ripples” on MCU+Ai applications

Transportation

Predictive Maintenance

Vibration & Anomaly

Precision 
AgricultureWater Control

Agri-Food

Health & Body Tracking

Human-Machine Interaction

http://nilmworkshop.org/

Toys & 
Educational

https://dot.la/autism-robot-moxie-ai-2645867544.html

Medical
https://www.sciencedaily.com/releases/2020/06/200612172204.htm
https://www.ft.com/content/15f0123e-3b7d-11ea-b84f-a62c46f39bc2
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ML Application: Development & Deployment

https://www.c-sharpcorner.com/blogs/mlops

https://www.eetimes.com/ai-sound-recognition-on-a-cortex-m0-data-is-king/
https://www.darkreading.com/edge/theedge/glitching-the-hardware-attack-that-can-disrupt-secure-software-/b/d-id/1336119

Phase 1 - Training   : will generate a FP32 model
Phase 2 - Optimize : model is Quantized/Optimized for a INTx precision
Phase 3 - Inference: On microcontroller after deployment
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TinyML: Machine Learning for deeply embedded devices

https://sites.google.com/g.harvard.edu/tinyml/home

https://petewarden.com/2018/06/11/why-the-future-of-machine-learning-is-tiny/

An emerging area in ML that addresses deployment of models that run on small, 
low-powered microcontrollers. Became a “de-facto reference” also thanks to the 
wide adoption of the book written by Pete Warden and  Daniel Situnayake.

Todays is part of study courses from universities:

Constrained microcontrollers have restricted resources: power, memory, storage and CPU. We use specific 
variants of the main ML tools to address these devices.

https://www.tensorflow.org/lite/microcontrollers
https://www.tensorflow.org/lite/guide

•The TensorFlow Lite converter, which converts TensorFlow
models into an efficient form for use by the interpreter, and can 
introduce optimizations to improve binary size and performance.

•The TensorFlow Lite interpreter, which runs specially optimized 
models on many different hardware types, including mobile 
phones, embedded Linux devices, and microcontrollers.Daniel Situnayake: 

How do I train my first machine learning model?
https://www.youtube.com/watch?v=DhHw17Z-lvI

https://www.tinyml.org/

Daniel Situnayake
Founding TinyML Engineer 

@ Edge Impulse

Pete Warden
Engineer 
@ Google

Vijay Janapa Reddi
Associate Professor
@ Hardward Univ.



Tensorflow Lite Micro: an optimized sw architecture  

https://armkeil.blob.core.windows.net/developer/Files/pdf/ethos/Arm_Accelerating_ML_Compute_for_Embedded_Market_white_paper.pdf

The TFLiteMicro article on arxiv.org presents details on challenges, design principles and 
implementation of the interpreter running on the MCU (also bare-metal).

https://arxiv.org/abs/2010.08678

The framework does not require operating system 
support, any standard C or C++ libraries, or dynamic 
memory allocation – features that are commonly 
taken for granted in non-embedded system
domains. There are restrictions on supported ops:

ARM’s white paper “Accelerating Machine Learning 
Compute for the IoT and Embedded Market” 
introduces results in embedded hw optimization to 
accelerate execution of TF models. These 
improvements are both software and hardware 
(heterogeneous) 

https://www.tensorflow.org/lite/guide/ops_compatibility

https://arxiv.org/pdf/2010.08678.pdf



Tensorflow Lite Micro: improving execution on MCU
Vendors have produced custom optimizations by improving few key 
components of the TFLite framework. Optimizing low-level libraries and 
rewriting specific operators with assembly instructions that are supported on 
the device we improve the execution of the ML model. 

https://cifar.ca/



A machine learning compiler that accelerates the performance 
of deep learning frameworks on different hardware platforms.

Started by Facebook (~2018) as a tool to seamlessly deploy 
PyTorch models on a large variety of hw (from server to 
embedded devices)

https://ai.facebook.com/tools/glow/

The original presentation provides these motivations:

CPUs and GPUs are inefficient
CPUs and GPUs work hard to extract parallelism.
• Matrix operations are very regular and expose lots of
parallelism. Easy to accelerate.
• No need to waste power/area on useless features.

Accelerators are efficient because they are specialized
• Have many arithmetic execution units.
• Use dedicated local memories.
• Reduce the arithmetic bit-widths.
• Use a specialized programming model.

GLOW: Graph Lowering Compiler for Hardware Accelerators

https://arxiv.org/abs/1805.00907



GLOW: Model Compilation Pipeline

High-Level Graph
Static-shaped data-flow graph.
• Enables high-level domain-specific
optimizations.
• Example: Change the matrix layout, 
merge batchnorm into conv, eliminate 
numeric re-scale

Low-Level Instructions
• Linear instruction-based address-only 
representation.
• Operands are typed pointers to buffers.
• Memory optimizations: Instruction 
scheduling, Buffer sharing, shortening 
buffer lifetime.

Graph Lowering
• ML frameworks support hundreds of op 
kinds, implemented in C and CUDA.
• Writing hundreds of ops for accelerators 
isn’t scalable.
• Glow lowers complex high-level nodes 
into primitive nodes.

Generates machine code by compiling NN layers optimized 
for a specific MCU target

Parses graph at compile-time and the compiled library 
contains only the required optimized code



GLOW: Embedded Hardware accelerators

• Up to 300 MHz Arm 
Cortex-M33 core 
•Up to 600 MHz 
Tensilica HiFi-4 DSP
•4.5 MB of SRAM 
•Audio and sensor 
processing 

MCU architectures are starting to include specific hw blocks to
accelerate execution of NN and more specifically CNN (conv net)

Vendors are extending the support of Glow for Tensorflow models via the 
intermediate format of ONNX.
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GLOW: Embedded Hardware accelerators

https://media.nxp.com/news-releases/news-release-details/industrys-first-mcu-based-implementation-glow-neural-network/

Faster execution of the CNN model 
is important to improve overall 
performance on data analysis but 
also on energy consumption.

For IoT+Ai projects we can run the 
inference in a shorter time and 
return to a power-saving state 
immediately

Using a dedicated hw accelerator 
might require custom libraries and 
custom drivers increasing the 
binary footprint of the final 
application.



CNN: a quest for energy efficient hardware

The most used & powerful type of NN for deeply embedded devices is CNN. These networks heavily involve matrix 
multiplication.  

Trend for embedded application in vision, audio, medical and signal conditioning is to increase the size of the input 
layer for common CNN, but input data size is a key factor for MCU with a low amount of memory.

Matrix multiplication on MCU requires frequent access to external memory. On 
standard hardware this is often a triple-nested multiplication loop.

https://arxiv.org/pdf/2004.08906.pdf



A specific architecture which includes a dedicated accelerator 
for CNN operators and also includes local memory (on die) for 
intermediate results and weights.

NOTE: only few key operators are accelerated. Flexibility on 
not supported operators still comes from software extension 
on the main MCU

• Conv2d (1×1, 3×3)
• Conv1d (1 to 9)
• ConvTranspose2d (3×3)
• AvgPool, MaxPool (up to 16×16)
• Flatten, Linear
• Activation: ReLU, Abs, None
• Elementwise (up to 16) add, sub, binary OR, binary XOR
• Sequence Pool / Eltwise / Conv / Act counts as one layer
• 1, 2, 4, and 8-bit weights selectable per layer, 8-bit bias 

(optional)
• 8-bit data (clipping at activation stage) with optional 32-bit 

output for last layer
• Output shift (<<, >>) per layer (before clipping)
• Padding 0, 1, or 2
• Stride up to [16, 16]
• RISC-V core as “Smart DMA”
• Streaming mode with FIFOs

CNN: MAX7800 hybrid architecture



CNN: MAX7800 streaming mode 

https://datasheets.maximintegrated.com/en/ds/MAX78000.pdf



CNN: MAX7800 performance
Keyword spotting (KWS) and Face detection/identification are few of the most common use cases for TinyML.
Custom hw architectures for CNN will provide an important gain in speed and energy used to perform the sw task in 
comparison to pure-software implementation. Speed improvements of >100x are doable with a small tradeoff on 
accuracy (<1-2%) 

KWS

F.ID

https://github.com/MaximIntegratedAI



There is One More Thing …

Rita Cucchiara
(Master Degree in Electronic Engineering '89; 
PhD in Computer Engineering '93 - University 
of Bologna).

Since 2005 is Full Professor of Information 
Processing Systems at the University of 
Modena and Reggio Emilia, where she is 
supervisor of the Aimagelab Laboratory and 
the future "AI Academy"; her main expertise 
are Artificial Vision and Deep Learning with 
more than 350 publications in peer review and 
international Journals. 

She is also member of the IIT (Italian Institute
of Technology) Board of Directors and from
2018 she is Director of National Labs AIIS -
Artificial Intelligence for Intelligent Systems
for CINI (National Interuniversity Consortium
for Information Technology)

La forza dell’AI è nella forza di 
chi l’ha creata e di chi lo farà in 
futuro. L’intelligenza Artificiale
siamo noi.

https://www.mise.gov.it/index.php/it/strategia-intelligenza-artificiale/contesto
https://www.mise.gov.it/images/stories/documenti/Proposte-per-una-strategia-italiana-2019.pdfhttps://aimagelab.ing.unimore.it/imagelab/



Thank You.

ai@ebv.com
Gianluca Filippini
EBV / FAE -ML Specialist


